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500 ——
805

At a plurality of regular intervals, measuring and storing a
current state of charge of an energy storage device in a
computing system

: Optionally, storing a location of the computing system in :
| association a current state of charge measurement :

|
computing systems of the user in association with a :
current state of charge measurement |

FIG. 5
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600 m—
605
Querying a database of state of charge information for a
plurality of intervals of time
610 l
e 2 |

Optionally, querying a database of activity data over at
least a subset of the plurality of intervals of time

615 I

Generating a state of charge curve using the state of
charge information

| [
: histogram or an acceleration of charge histogram for :
| the plurality of intervals [

—_——— e e e e e e e e e e e — e e — e — — — e —— — ——

Determining a time in real-time at which the user is
likely to charge an energy storage device in the
computing system.

630 v
Determining that the energy storage device is forecast

to be below a predetermined threshold of remaining
charge before the next time the user is likely to charge
640 — the computing system.

Y
Taking an action in response to determining that the

energy storage device is forecast to be below a
predetermined threshold of remaining charge before
the next time the user is likely to charge the computing
system

FIG. 6
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700 ——
705
Determine a state of charge curve from historic state of
charge data
M0 e v
Determine a predicted next charge time
715 v
Determine recent energy usage up to a current time

720

Determine a predicted energy usage amount from a
current time to the predicted charge time, based on
historic state of charge data

725 —— v
Determine projected energy usage amount from a
current time to the predicated charge time, based on
recent state of charge data

730 e l
Determine mitigating and amplifying factors that affect
state of charge based on predicted or current
conditions from activity data

735~ !

Combine projected and predicted drain rates,
mitigating and amplifying factors, to determine a time
at which the state of charge of the battery will be zero.

740 . i}

Generate an appropriate advice to charge notification
is charge is estimated to be zero before the predicted
charge time

FIG. 7
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900 .
905 .

Receiving, by a first computing system of a user, state of
charge information about a second computing system of
the user

|
Optionally receiving, by the first computing system, :
activity data about the second computing system I

|

|

Determining, by the first computing system, a current
state of charge of the second system

920 1

Determining, by the first computing system, a time at
which the second computing system is likely to be

charged.
925 v
Determining, by the first computing system, a time at
which a storage device in the second computing system
is likely to run out of charge
930 G i}

Taking an action, by the first computing system, in
response to determining that an energy storage device
in the second computing system is likely to be below a

predetermine level of remaining charge before the
energy storage device in the second computing system

is forecast to begin charging

Fig. 9
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SMART ADVICE TO CHARGE
NOTIFICATION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/871,856, filed Sep. 30, 2015 and published
on Dec. 8, 2016 as U.S. Patent Publication No. 2016-
0357654, which claims priority under 35 U.S.C. § 119(e) of
U.S. Patent Application No. 62/172,015, filed Jun. 5, 2015,
and entitled “SMART ADVICE TO CHARGE NOTIFICA-
TION,” which is incorporated herein by reference to the
extent that it is consistent with this disclosure.

TECHNICAL FIELD

This disclosure relates to the field of determining that an
electronic device needs to be charged. Specifically, the
disclosure is directed to systems and methods that advise a
user to charge the electronic device.

BACKGROUND

A modern battery-powered electronic device can monitor
the charge level of one or more batteries in the electronic
device. Typically, when the battery level falls below a
predetermined threshold value of remaining charge, then the
electronic device notifies the user with a message such as
“battery low” or other visual and/or audible indicator of the
remaining charge level.

Often, a “battery low” indication that is based on a fixed
threshold of charge remaining is not received in time for the
user to take a corrective action. For example, if a user
typically charges her smart phone at night, but forgets to do
$0 on one occasion, receiving a “battery low” indication just
before leaving for work the next day does not leave the user
time to charge her phone before work.

SUMMARY OF THE DESCRIPTION

Embodiments are described for learning energy usage and
charging patterns of a user of an computing system. By
detecting a user’s patterns in charging, and analyzing current
and past state of charge information, it can be determined
whether a user will run out of energy before her next charge.
Given a current state of charge of an energy storage device
computing system, a notification can be sent to the user if
there is a high probability that the user is unlikely to make
it until the next high probability charge time. For example,
if the computing system notifies a user to charge at a fixed
value of 10% remaining charge, and it is determined that the
user typically charges at 10:00 p.m., and it is now 10:00
p-m., and the energy storage device currently has 30%
remaining charge, then the user will not receive a notifica-
tion to charge based upon the fixed charge level of the
energy storage device. However, if analysis of the current,
and stored, state of charge information indicates that the user
will not make it to their next high probability charge time
without running out of energy, the computing device can
display an advice to charge notification at 10:00 p.m., even
though the current state of charge is greater than the fixed
threshold of 10% remaining energy.

In an embodiment, a computing system for predicting
when a user will charge an energy storage device in a
computing system can include one or more energy storage
devices, a charging system, a real-time clock, one or more
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2

data storage devices, an energy measurement system, and an
“advice to charge” module. The energy measurement system
can measure current state of charge of an energy storage
device and store the measurement in a state of charge
database on a storage device. State of charge of the energy
storage device can be measured periodically, in intervals,
such as 15 minutes. State of charge data can be date-time
stamped using the real-time clock. A database of computing
system activities can be generated as the computing system
is used. Activities can be based on sensor data, such as a
location sensor, time of day, whether the computing system
is in motion, and whether the charging system is currently
plugged into a wall outlet. The “advice to charge” module
can analyze the state of charge information to determine
when a user is likely to charge and whether the energy
storage device will have a level of charge remaining that is
below a predetermined threshold amount before the next
forecasted charging time.

In an embodiment, a method of generating state of charge
information can include measuring and storing, at a plurality
of regular intervals, a state of charge of one or more energy
storage devices used by a computing system of a user. In an
embodiment, state of charge information can be date/time
stamped. In an embodiment, a current location of the com-
puting system can be detected and stored. The location can
be anonymized. The location can be stored in association
with the current state of charge information stored at the
time the location was detected. In an embodiment, a location
of one or more other computing systems of the user can be
detected and stored.

In an embodiment, a method of advising a user to charge
a computing system can include querying a database of state
of charge data for a plurality of intervals of time. From the
state of charge data, a state of charge curve for the comput-
ing system can be generated over the plurality of intervals of
time. The plurality of intervals of time can be selected to
overlap a current time, and a similar past time, such as one
week ago, two weeks ago, or three weeks ago. The plurality
of intervals of time can alternatively be selected as being of
a similar type of day as the current day, such as a work day
or weekend day. In an embodiment, a rate of charge histo-
gram can be generated over the same plurality of intervals as
the state of charge curve. In an embodiment, an acceleration
of charge histogram can be generated. Using current state of
charge and one or more of the state of charge curve, rate of
charge histogram, or acceleration of charge histogram, a
time can be determined, with high probability, at which the
user is likely to next charge the energy storage device in the
computing system. A time at which the energy storage
device will have a level of energy that is less than a
predetermined threshold amount, unless charged at the fore-
cast time, can also be determined. If the energy storage
device will be below the predetermined threshold amount of
charge before the next forecast charge, then a responsive
action can be taken. In an embodiment, the user can be
notified that he is advised to charge soon.

In an embodiment, a first computing system of a user can
acquire state of charge information about a second comput-
ing system of the user. The first computing system can
determine the current state of charge of an energy storage
device in the second computing system and a state of charge
curve from the state of charge information over a plurality
of time intervals. The first computing system can also
predict when the energy storage device in the second com-
puting system will have less than a predetermined of charge
remaining, if not charged by a time determined by the first
computing system. The first computing system can take a
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responsive action if the energy storage device in the second
computing system needs to be charged before the next
forecasted charging time on the second computing system.

At least certain embodiments include an environment
with a calling software component interacting with a called
software component through an API. A method for operating
through an API in this environment includes transferring one
or more function calls, messages, other types of invocations
or parameters via the API.

Other features and advantages will be apparent from the
accompanying drawings and from the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention are illustrated by way of
example, and not by way of limitation, in the figures of the
accompanying drawings in which like reference numerals
refer to similar elements.

FIG. 1 illustrates, in block diagram form, a system for
predicting when a user will charge his electronic device
according to some embodiments.

FIG. 2 illustrates an example state of charge curve of an
electronic device.

FIG. 3 illustrates a rate of charge histogram corresponding
to the example state of charge curve of FIG. 2.

FIG. 4 illustrates an acceleration of charge histogram
corresponding to the example state of charge curve of FIG.
2 and corresponding rate of charge histogram of FIG. 3.

FIG. 5 illustrates, in block diagram form, a method of
generating state of charge information on a computing
system according to some embodiments.

FIG. 6 illustrates, in block diagram form, a method of
predicting when a user will charge his computing system
according to some embodiments.

FIG. 7 illustrates, in block diagram form, a method of
determining when a state of charge of a computing system
of a user is likely to reach zero.

FIG. 8 illustrates, illustrates, in block form, a system for
synchronizing state of charge data across devices.

FIG. 9 illustrates a method of using a first computing
system of a user to determine that a second computing
system of the user needs to be charged.

In FIG. 10 illustrates an exemplary embodiment of a
software stack usable in some embodiments of the invention

FIG. 11 is a block diagram of one embodiment of a
processing system.

DETAILED DESCRIPTION

In the following detailed description of embodiments,
reference is made to the accompanying drawings in which
like references indicate similar elements, and in which is
shown by way of illustration manners in which specific
embodiments may be practiced. These embodiments are
described in sufficient detail to enable those skilled in the art
to practice the invention, and it is to be understood that other
embodiments may be utilized and that logical, mechanical,
electrical, functional and other changes may be made with-
out departing from the scope of the present disclosure. The
following detailed description is, therefore, not to be taken
in a limiting sense, and the scope of the present invention is
defined only by the appended claims.

Embodiments are described for predicting when a user
charges her computing system, and whether the computing
system charge level will be below a predetermined threshold
amount before the next predicted charging time.
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FIG. 1 illustrates, in block diagram form, a computing
system 100 that can predict when a user will charge the
computing system 100 according to some embodiments.

A computing system 100 can include hardware 110,
kernel 120, user processes 130, and background processes
140.

Hardware 110 can include energy storage(s) 111, charging
system 112, real-time clock 113, display 114, one or more
input devices 115, one more communication modules 117,
and one or more storage devices 118.

Energy storage(s) 111 can include one or more battery
packs, capacitive storage, or other rechargeable energy stor-
ages. Charging system 112 can include a converter module
that converts a supplied voltage and current, such as from a
wall outlet, into a voltage and current that is compatible with
energy storage(s) 111. Charging system 112 can further
include a solar power source, electro-magnetic wave char-
ger, a generator, or other external source of voltage and
current. Energy storage 111, charging system 112, or both,
can include circuitry and logic that implement one or more
charging algorithms that optimize conversion of external
power sources for storage in the one or more energy storages
111. Charging system 112 can include a charging signal that
can be detected by energy measurement system 121. The
charging signal can indicate that the charging system 112 is
plugged into an external power source such that the charging
system 112 can convert external power to energy for storage
in energy storage(s) 111. In an embodiment, energy mea-
surement system 121 can generate a record indicating that
the charging system 112 is plugged into an external power
source and is providing energy to energy storage 111.

Real-time clock 113 can be used to add a date/time stamp
upon state of charge records that are periodically recorded,
as discussed more fully below. While a real-time clock 113
is a beneficial, real-time clock 113 is not essential to the
inventive concepts disclosed herein.

Display 114 can display an information or alert notifica-
tion to a user, such as advising the user to charge computing
system 100. A notification can prompt a user for a response,
such as “snooze” and repeat the notification at a later time,
or “dismiss” the notification and do not redisplay the noti-
fication at a later time. A notification can be generated on a
first device and displayed on a second device. A notification
can be generated by a first device, and displayed on the
second device. For example, first device can be an electronic
watch and a second device can be a smart phone. The smart
phone can determine that the watch needs to be charged, and
can display an appropriate notification to a user on the smart
phone, and vice versa. A response to a notification can be
provided using one or more input devices 115, such as a
keypad, touch screen, keyboard, mouse, track ball, voice
command, and the like. A notification can be displayed on a
first device, and a response can be input on a second device.
A notification regarding the first device can be displayed on
both the first and second device. A response to the notifi-
cation can be input on either the first device or the second
device.

One or more communication modules 117 can include a
near-field communication module, a WiFi module, a cellular
communication module, an Ethernet communication mod-
ule, satellite communication module, or a USB communi-
cation module. Such communication modules can transfer
messages and data between a plurality of devices of a user.

Storage device 118 can include one or more hard disks,
flash drives or other solid-state memory, battery-backed
RAM or other storage. Storage device 118 can store state of
charge information about energy storage 111, current sensor
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information, application launches, location of a device, and
other information useful in determining when a computing
system may need to be charged.

Kernel 120 can include an energy measurement system
121. In an embodiment, energy measurement system 121
can reside in user processes 130 or background processes
140. Energy measurement system 121 can measure the state
of charge of one or more energy storage(s) 111. In an
embodiment, energy measurement system can measure the
current state of charge of energy storage(s) 111 and can
generate a state of charge record for energy storage(s) 111.
In an embodiment, the state of charge record can include a
date/time stamp. In an embodiment, a state of charge record
can be generated at regular intervals, such as every 15
minutes. State of charge records can be stored in energy
database 118A for later query and analysis. In an embodi-
ment, energy measurement system 121 can be a background
process 140 or a user process 130. Kernel 120 can further
include process scheduler 122 and kernel processes 123.

User processes 130 can include typical user applications
such as a calendar application 131, a video player such as
streaming device, e.g. Apple TV® 132, an email application
133, a video conferencing application 134, a video game
135, or a word processing application 136. User processes
130 can include other applications as well.

Background processes 140 can include an ecosystem
device detection process 141 for detecting presence of
another device of a user. Background processes can further
include a backup/synchronization process 142 for synchro-
nizing data across computing systems of a user or backing
up data from a computing system to a cloud storage device.
For example, synchronization process 142 can synchronize
state of charge data across one or more computing systems
of a user. Background processes 140 can further include an
advice to charge module 150. Advice to charge module 150
can retrieve current and historic state of charge information
from energy measurement system 121 and/or energy data-
base 118A using energy state measurement and activities
module 151. Activities stored in activity database 118B can
include information from a wide variety of sensors on
computing system 100 to use in conjunction with state of
charge information so that energy prediction logic 152 can
issue one or more appropriate notifications to a user. For
example, activity information from activity database 118B
can include that a first computing system of a user is located
in a same location as a second computing system of a user
and that the location is “home.” Activity information can
further include a record of applications launched, locations
detected, motion, calendar information, and other informa-
tion detected by one or more sensors, or combination of
sensors, on a computing device. Energy prediction logic 152
can determine that the second device needs charging and can
generate a notification to the user, on the first device, that the
second device needs to be charged.

FIG. 2 illustrates an example state of charge curve 200 of
energy storage device 111 in a computing system 100. The
example state of charge curve 200 is shown over a 24 hour
period. Each state of charge sample can represent a value
from 0% to 100% of the measured energy stored in energy
storage 111. In this example state of charge curve 200, a state
of charge record of the energy storage 111 is generated every
15 minutes for a total of 96 data points over a 24 hour period.
Energy measurement system 121 can take state of charge
measurements at any interval. State of charge measurements
can be stored in energy database 118A for retrieval and
analysis by advice to charge module 150.
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In this example, state of charge information is shown
beginning at 12:00 a.m. midnight. However, any point of
time will do. From the state of charge curve 200 it is
apparent that computing system 100 is essentially idle and
slowly discharging from about 27% charge remaining at
12:00 a.m. down to about 22% charge remaining at 7:00 a.m.
The user appears to awaken and begin charging the com-
puting system at about 7:00 a.m. State of charge appears to
rise rapidly over the next hour or so, up to about 89% at
about 8:30 am. After 8:30 a.m., the charge appears to
decline steadily until about 10:00 p.m., when the user
appears to charge the computing system again. From about
10:00 p.m., state of charge rises rapidly until state of charge
reaches about 90%. Then, the rate of charge lessens until
about 97% charge, then the rate of charge lessens again.

A premise of this disclosure is that, for a given day of the
week, a user’s patterns in charging are very predictable over
time. For example, on Monday through Friday, a user may
charge her computing system when she arrives at work at
8:30 a.m., and then charge her computing system again
before going to bed at about 10:00 p.m. Similarly, a user may
have a different pattern on weekends when she does not
work.

Thus, to determine the charging habits of a user for a
particular day of the week, energy state measurement and
activities module 151 in the advice to charge module 150
can query energy database 118A for all state of charge
records for the computing system 100 for 7 days ago, 14
days ago, and 21 days ago. Patterns can be determined from
these records, as discussed more fully below.

FIG. 3 illustrates a rate of state of charge histogram 300
corresponding to the example state of charge curve 200 of
FIG. 2. A rate of charge histogram 300 can be produced by
computing a first derivative of state of charge curve 200
data. The rate of charge histogram 300 can use the same
horizontal axis as the state of charge curve 200. In this
example rate of charge histogram 300, rate of charge values
are computed for each of the state of charge samples taken
every 15 minutes over a 24 hour period as in FIG. 2. Rate
of charge values can be positive, during charging, and also
can be negative during discharging, or zero when no change
in state of charge is detected. In the example rate of charge
histogram 300, zero values (no change in rate of charge) are
not shown.

As can be seen by comparing the example state of charge
curve 200 and the corresponding rate of charge histogram
300, the rate of charge histogram 300 has negative values for
decreasing state of charge of the energy storage 111 and
positive rate of charge values for an increasing state of
charge of the energy storage 111. It can also be seen that a
typical charge time from about 25% to about 90% takes
about 1'% hours (FIGS. 2 and 3, data points 29 through 33).
Similarly, typical charge time from about 45% state of
charge to about 98% state of charge takes a little less than
2 hours (FIGS. 2 and 3, data points 89 through 96).

Energy prediction logic 152 can analyze multiple days of
stored data to determine when a user will likely charge her
computing system 100. In an embodiment, energy prediction
logic 152 can retrieve the last 5 weekdays of state of charge
data, generate a rate of charge histogram for each of the last
5 weekdays, and average the rate of charge data to determine
when a user will likely charge her computing system.

FIG. 4 illustrates an acceleration of charge histogram 400
corresponding to the example state of charge curve 200 of
FIG. 2 and corresponding rate of charge histogram 300 of
FIG. 3. The acceleration of charge histogram 400 can act as
a probability density function indicating when a user is
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likely to charge her computing system. A high positive
magnitude indicates a high probability that a user will charge
her computing system at that time.

An acceleration of charge histogram 400 can be produced
by computing rate of charge histogram 300 as described with
reference to FIG. 3, above, then taking a first derivative of
rate of charge histogram 300 data. The acceleration of
charge histogram 400 can use the same horizontal axis as the
state of charge curve 200 and rate of charge histogram 300.
In this example histogram 400, acceleration of charge values
are computed for each of the rate of charge values over 15
minute intervals for 24 hour period as in FIG. 3. Accelera-
tion of charge values can be positive, when the rate of charge
is increasing. Rate of charge often increases from the
beginning of a charge cycle until about 90% state of charge
is reached. At about 90% state of charge, many charge
algorithms reduce the rate of charge. Accordingly, charging
decelerates and acceleration of charge values can have a
substantial negative magnitude, such as data point 35 and
data points 91 and 92. Within a group of positive accelera-
tion values, a high magnitude of charge is obtained at, and
just before, a relatively high acceleration of charge value.
Thus, a high positive acceleration of charge value has high
probability of indicating a charging cycle wherein an energy
storage device will receive a substantial amount of energy.

Energy prediction logic 152 can analyze multiple days of
stored data to determine when a user will likely charge her
computing system. In an embodiment, energy prediction
logic 152 can retrieve current state of charge data and state
of charge data for a corresponding date that was 1 week ago,
2 weeks ago, and 3 weeks ago. The current and past historic
data can be averaged together to generate a state of charge
curve 200. In an embodiment, the average can be a weighted
average. For example, different ages of data can be weighted
differently. In an embodiment, older state of charge data can
be weighted lower than more recent state of charge data.
From the generated state of charge curve 200, a rate of
charge histogram 300, and an acceleration of charge histo-
gram 400 can be generated. The rate of charge histogram
300, and to an even greater extent the acceleration of charge
histogram 400, can show when a user typically charges the
computing system.

FIG. 5 illustrates, in block diagram form, a method 500 of
generating state of charge information on a computing
system 100 according to some embodiments.

In operation 505, at regular intervals, on an ongoing basis,
energy measurement system 121 can measure a current state
of charge of an energy storage device 111. In an embodi-
ment, the measurement can measure the current amount of
energy stored in the energy storage device 111. The current
amount of energy stored in the energy storage device 111 can
be scaled to a percentage value of the full capacity of the
energy storage unit. For example, a current state of charge
measurement might be 4000 milliamp hours for a battery
having a capacity of 5000 milliamp hours. Thus, the mea-
sured current state of charge measurement can be stored as
a 4000 milliamp hours. In an embodiment, the current state
of charge measurement can be stored as 80%. In another
embodiment, both 4000 milliamp hours and 80% are stored
in a state of charge record. The state of charge record can
have a date/time stamp. In an embodiment, a state of charge
record can have a sample number in a sequence of samples
for a fixed period. For example, a sample scheme would
measure current state of charge every 15 minutes over a 24
hour day, yielding 96 samples per day. A current state of
charge record could be marked, e.g., as sample number 48
of 96 on day 1.
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An advantage of transforming current state of charge data
to a percentage is that a user may have a pattern of charging
an energy storage device 111 when the current state of
charge of the energy storage device 111 falls below a certain
value, such as 35%, regardless of how much actual energy
the energy storage device 111 can hold. Having state of
charge data stored as a percentage of full capacity of the
energy storage device can simplify utilization of the state of
charge data.

In operation 510, generating state of charge information
can further optionally include storing a location of the
computing system at the time that the current state of charge
is measured and stored in operation 505. When current state
of charge information is analyzed, a time can be determined
at which as user will charge the energy storage device 111
within the computing system. Storing the location of the
computing system allows energy prediction logic 152 to
determine where a user is mostly to charge. For example, if
a user typically charges at 8:30 a.m., it is likely that the user
is at work. The computing system can detect and store an
anonymized location that is known to the computing system
as “at work.” In an embodiment, an anonymized location
can be given a universally unique identifier (UUID) that is
associated with a specific location, e.g. GPS coordinates,
WiF1i identifier, or cell towers, indicating a physical location
that the computing device can identify as “home,” “work,”
or other relevant location. Similarly, if a user typically
charges at 10:00 p.m. at night, and stops using the computing
system for a 6 to 8 hours, it is likely that the user is at home.
The computing system can store an anonymized location
that is known to the computing system as “at home.”
Similarly, the computing system can store an anonymized
location that is known to the computing system as “at work.”

In operation 515, computing system 100 can optionally
determine where other computing systems belonging to the
user are currently located. For example, the user’s smart
phone can detect that the user is at home. The user’s
electronic watch can also determine that the watch is located
at home. The smart phone can determine whether the
electronic watch needs to be charged and provide a notifi-
cation to the user to charge her electronic watch before
leaving home for work.

FIG. 6 illustrates, in block diagram form, a method 600 of
predicting when a user will charge her electronic device
according to some embodiments. As a practical matter, even
though state of charge information may be recorded as often
as every 15 minutes, predicting when a user will charge her
computing system 100 can be performed every few hours or
0. In an embodiment, predicting when a user will charge her
computing system 100 can be performed in response to an
event, such as the rate of discharge of the energy storage
device 111 exceeding a threshold rate, or the state of charge
of energy storage device 111 being less than a threshold
amount, such as 30%. The computing system can build an
updated state of charge curve 200, and one or more of an
updated rate of charge histogram 300 or an acceleration of
charge histogram 400. These can be correlated with other
data stored with state of charge information to determine an
appropriate notification to a user.

In operation 605, a computing system 100 can query
energy database 118A of state of charge information for a
plurality of intervals of time. An interval of time can be day,
an hour, or a sub-interval of an hour, such as 15 minutes. In
an embodiment, operation 605 can query for state of charge
information for a range of hours for one or more days that
are similar to the current day. In an embodiment, one or
more days similar to a current day can be a day that is 7 days,
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14 days, or 21 days earlier than the current day. In an
embodiment, the current day is a work day, and similar days
are one more days when historic data indicates that the user
charged the computing system 100 at work. In an embodi-
ment, the current day is not a work day and similar days are
one or more days when historic data indicates that the user
did not charge the computing system 100 at work.

In operation 610, computing system 100 can optionally
query activity database 118B over at least a subset of the
plurality of intervals of time of operation 605. Activities can
include information gathered by operation of the computing
system 100 and sensors on the computing system 100.
Activities can be time stamped. Activities can be associated
with state of charge data using the activity and state of
charge respective time stamps. Activities can include detect-
ing a location of the computing system 100. Location can be
determined using GPS sensors, triangulating off of cell
towers, identifying one or more WiFi signals, or coupling
the computing system 100 to a network. Activities can
further include a state of the computing system 100, such as
powered ON or OFF, in standby, coupled to a charger,
coupled to a network, and whether the device is in motion.
Device motion can be further classified as walking, driving,
stationary, or flying by utilizing one or more sensors of
computing system 100. Activities can further include deter-
mining a foreground application, launching or terminating
an application, issuing a local or remote query, and logging
user selections of items on, or using, the computing system
100. Activities can be used as heuristics to assist energy
prediction logic 152 in determining when a user is likely to
charge computing system 100.

In operation 615, energy prediction logic 152 can generate
an internally-stored state of charge curve 200 using state of
charge information retrieved in operation 605 and, option-
ally, activity data retrieved in operation 610. State of charge
information can be measured in energy units or can be
transformed into a percentage value from 0% to 100%. In an
embodiment, the state of charge curve 200 can be generated
by averaging state of charge information for pluralities of
intervals that are similar to a plurality of intervals to the
current day. For example, energy prediction logic 152 can
generate a state of charge curve 200 for the current day by
averaging history state of charge data for a day 7 days
previous, 14 days previous, and/or 21 days previous to the
current day. In an embodiment, historic data can be given a
varying weighted average. For example, historic state of
charge data that is 21 days previous to the current day can
be given a greater, or lesser, weight that current state of
charge data. In an embodiment, historic state of charge data
of differing ages can be given differing weights based upon
age. In an embodiment, historic data can be weighted more
heavily based on similarity to current data. Similarly, his-
toric data can be weighted less heavily based on dissimilar-
ity to current data.

In operation 620, energy prediction logic 152 can option-
ally generate at least one rate of charge histogram 300 from
state of charge curve 200. Rate of charge histogram 300 can
be computed as a first derivative of state of charge curve
200. Operation 620 can optionally, either in addition or
alternatively, generate an acceleration of state of charge
histogram 400. An acceleration of state of charge histogram
400 can be generated by computing a second derivative of
state of charge curve 200 or a first derivative of rate of
charge histogram 300.

In operation 625, energy prediction logic 152 can deter-
mine a time at which the user is likely (with high probabil-
ity) to charge the computing system 100. The energy pre-
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diction logic 152 can use several different techniques to
determine when, during the selected plurality of intervals,
the user typically charges. The state of charge curve 200,
generated from historic and current data, can be analyzed to
determine when a user typically charges. As is readily seen
on example state of charge curve 200 of FIG. 2, the time
when a user charges is characterized by a low initial state of
charge followed by a relative peak state of charge over
approximately a 1 to 172 hour time period. The rate of charge
histogram 300 readily illustrates this phenomenon with a
densely packed high magnitude of rate of charge, sur-
rounded by zero, or negative, rate of charge. The accelera-
tion of charge histogram 400 also readily shows a charge
cycle with densely packed high magnitude acceleration of
charge surrounded by zero, or negative acceleration of
charge. Analysis of the state of charge curve 200, rate of
charge histogram 300 and acceleration of charge histogram
400 can be confirmed with charging system 112 “plug in”
events and “unplug” events stored in activity database 118B.

Additional activity data in activity database 118B can be
used as a heuristic to infer charging. For example, a user may
typically charge the computing system immediately upon
arriving at work in the morning and immediately upon
arriving at home in the evening. Sensors on the computing
system 100 can detect that the user has just arrived at work.
If the user maintains his pattern, there is a high probability
that the user will charge the computing system 100 soon.
Sensors on the computing system 100 can also detect that the
user has arrived at home. Again, there is a high probability
that the user will charge the computing system 100 soon.
Correlating these activities from sensors and historic data
with current and historic state of charge information can
reinforce the heuristics of the activities in determining when
a user will charge her computing system.

In operation 630, energy prediction logic 152 can deter-
mine that energy storage device 111 in the computing system
100 is likely to be below a predetermined threshold amount
of remaining charge before the next time that the user is
likely to charge the computing system. Energy measurement
system 121 can report the current state of charge of energy
storage device 111. Energy prediction logic 152 can deter-
mine a current rate at which the computing system 100 is
consuming charge from the energy storage device 111. In an
embodiment, energy prediction logic 152 can determine the
average energy consumption of the computing system 100
over a recent period time, such as the last 1 hour, last 3
hours, the last 6 hours, or a weighted average of these, and
determine an average rate of energy consumption.

Given the current state of charge, if the average state of
energy consumption indicates that energy storage device 111
will be below a predetermined threshold level of charge
before the determined next charging time, then, in operation
640 energy prediction logic 152 can take an appropriate
responsive action. This action, in one embodiment, is taken
without using a predetermined threshold value (for battery
charge state); that is, the determination to take the action is
performed without using such a value as a metric to deter-
mine whether to take the action. In this embodiment, the
predetermined threshold value is not used in deciding when
to advise to charge the device. In an embodiment, energy
prediction logic 152 can preemptively generate an early alert
to the user that the energy storage device 111 will likely be
below a predetermined level of remaining charge before the
user’s next predicted charge time. Here, again, sensors can
be used to determine an appropriate action. If a real-time
clock 113 indicates it is 11:00 p.m. on a week night, and the
user is at home, then “taking an action” can include the
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computing system 100 entering a reduced power mode, or a
standby mode, that consumes very little energy. In an
embodiment, a computing system 100 “taking an action”
can include powering itself down to save charge until a later
time. In an embodiment, taking an action can include
determining a rate of discharge at which the computing
system 100 is predicted to have remaining charge in the
energy storage device 111 until at least the next predicted
charging time for the computing device, and putting the
computing system in a mode wherein the energy storage
device 111 discharges no faster than the determined dis-
charge rate to make it to the next predicted charge time.

FIG. 7 illustrates, in block diagram form, a method 700 of
determining when a state of charge of a computing system
of a user is likely to reach zero. The determination can be
made by taking into account a combination of recent past
energy usage, a predicted time when the computing system
will be charged, and projected and predicted energy usage
between a current time and the time that the computing
system is predicted to be charged. In the following expla-
nation, predicted energy data can be based upon a state of
charge curve 200 that is based upon a plurality of a similar
past time intervals, e.g. a plurality of Mondays. Projected
energy data can be based upon recent past energy usage,
such as the last 1 to 3 hours, or over a plurality of intervals
since the user last unplugged a charging device. In an
embodiment, recent past energy usage is up to a current
time. In addition to determining predicted and projected
energy rates for a period of time, method 700 can take into
account current, instantaneous state of charge and rate of
charge information. For example, method 700 may consider
whether the current state of charge at the current time is
greater or less than the state of charge at the same time of
day according to historic state of charge data. In addition, if
the instantaneous rate of charge is currently very high, or
very low, in relation to historic state of charge data, method
700 can also take that into account when determining a zero
charge time.

In operation 705, method 700 can use historic state of
charge information to generate a state of charge curve 200
over a range of time. In an embodiment, the range of time
can include at least one instance wherein the user has a high
probability of charging her computing system. In an embodi-
ment, the range of time can be a day. Generating a state of
charge curve 200 is described with reference to FIG. 2,
above, and FIG. 6, reference elements 605, 610, 615, and
620. For purposes of determining when an energy storage
device is likely to have a remaining charge level below a
predetermined threshold value, operation 705 may addition-
ally retrieve activities data from activity database 118B. For
example, operation 705 may correlate application launches
and running applications with predetermined time intervals
to help operation 725, below, determine the reasons that a
current state of charge of a energy storage device 111 may
differ from a state of charge curve 200 that is based on
historic state of charge data for the same interval of time.

In operation 710, method 700 can determine a next time
at which the user has a high probability of charging her
computing system. Determining a time at which the user has
a high probability of charging her computing system is
described above, with reference to FIG. 2 through FIG. 4,
and FIG. 6, reference element 625.

In operation 715, method 700 can determine recent energy
usage. Recent energy usage can be determined over a period
of time such as the last 1 hour or the last 3 hours. Although
recent energy usage data is historic state of charge data,
recent energy usage differs from generating a state of charge
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curve 200, as described with reference to FIG. 6, in that
recent energy usage is based upon only the most recent data
for a period of time, whereas state of charge curve 200 can
be based upon multiple similar previous periods of time
which may be averaged, or weighted and averaged, to obtain
a predicted energy usage for a corresponding to a recent past
period of time.

In operation 720, a predicted energy usage can be deter-
mined for the period of time between the current time and
the predicted next time at which the user has a high
probability of charging her computing system that was
determined in operation 710. The prediction can be based
upon the historic state of charge curve 200, the rate of charge
histogram 300, or acceleration of charge histogram 400, or
a combination of these. Operation 720 essentially predicts
the amount of energy that will be consumed if the user uses
the computing system in a manner that she has historically
used the computing system from now until her next charge
time.

In operation 725, a projected energy usage can be deter-
mined for the period of time between the current time and
the predicted next time at which the user has a high
probability of charging her computing system that was
determined in operation 710. The projected energy usage
can be projected from the recent battery usage determined in
operation 715. Operation 725 essentially projects the
amount of energy that will be consumed if the user continues
using the computing system in the manner she has recently
been using the computing system from now until her next
charge time.

In operation 730, recent activity data from activity data-
base 118B can be compared with historic activity data from
activity database 118B to determine how, and why, a dif-
ference may exist between the predicted and projected
energy usage from a current time until the next predicted
charge time, and whether the differences may amplify or
mitigate energy usage. Amplifying and mitigating factors
may include whether the user is using performing the
computing function during the projected and predicted peri-
ods of time (collectively, “the period of time.”) If the user is
now playing a high performance video game when he was
historically editing a word processing document, off-net-
work, with low screen brightness, the playing of the video
game may be an amplifying factor. The opposite scenario
may be a mitigating factor. If the user was historically
working at home, off-network, at the period of time, and the
user is now on a video conference call on a commuter bus
such that the computing system is pinging off of multiple
cell towers, the video conferencing and cell tower usage may
be amplifying factors. The opposite scenario may be miti-
gating factors. For example, if historic activity data indicates
that a user is typically at home using a word video confer-
encing application while coupled to the Internet using an
Ethernet cable or WiFi during the period of time from the
current time to the predicted charge time, and the current
activity data indicates that the user is using the same
application, but is in motion such as on a commuter train,
using a cellular network that is utilizing multiple cell towers,
the projected energy usage may be higher than the predicted
energy usage and the circumstances may be amplifying
factors in determining an estimated zero charge point in
operation 735. Similarly, if the historic activity data indi-
cates that the user is typically in motion, such as on a
commuter train, utilizing multiple cell towers, and the
current activity indicates that the user is currently at home
where a charger and wall socket are likely available, then the
fact that the user is not using higher energy to maintain
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contact with cell towers and the fact that the user could
conveniently charge the computing device at any time are
mitigating factors in determining an estimated zero charge
point in operation 735.

In operation 735, the predicted and projected energy
usage rates for the period of time from the current time to the
predicted charge time can be combined to determine an
estimated time at which the energy storage device 111 in the
computing system will reach zero charge (i.e. the energy
storage device 111 will be depleted or all energy). In an
embodiment, the predicted and projected energy usage rates
for the period of time can be weighted based upon ampli-
fying and/or mitigating factors determined in operation 730.
Ifthe estimated zero charge time is before the predicted next
charge time, then in operation 740 an appropriate advice to
charge notification can be generated to the user.

FIG. 8 illustrates, in block form, a system 800 for syn-
chronizing state of charge information across multiple com-
puting systems 100 (e.g., client devices) of a user. In an
embodiment, state of charge information can be stored on
each computing system 100 within energy database 118A
and activity database 118B. Thus synchronizing state of
charge information can include synchronizing energy data-
base 118A for each computing system 100. In an embodi-
ment, synchronizing state of charge information across
multiple devices can also include synchronizing activity
database 118B across multiple computing system 100. In an
embodiment, only selected portions of state of charge infor-
mation are synchronized between multiple computing sys-
tems. In an embodiment, the selected portions can corre-
spond to state of charge database which a user may have
chosen to synchronize between multiple computing systems
100.

Synchronization system 800 can include a metadata
server 810 and one or more content servers 830. In one
embodiment, a content server 830 can store one or more
types of user data sets such as state of charge information
including stored data such as from energy database 118 A or
activities data such as from activity database 118B. User
data sets can further include generated data such as a
computed charge histogram 300 or 400 of state of charge
data. User data sets can further include predictors, queries,
user feedback history, data, metadata and indices. Another
content server 830 can store, e.g., a contacts user data set,
while still another content server 830 can store emails of one
or more email accounts of a user. In an embodiment, a
content server 830 can be a cloud storage service capable of
storing a wide variety of different user data set types. In one
embodiment, synchronization system 800 can further
include a synchronization management system 820. Initially,
computing system 100 can store one or more user data sets
from the file system of computing system 100 on synchro-
nization system 800. A user data set, such as a state of charge
information on computing system 100, can be stored on the
synchronization system 800. In one embodiment, the user
data set can be chunked into chunked data portions and
stored on the one or more content servers 830. Metadata
describing the user data set and metadata about the chunked
portions of the user data set can be stored on the metadata
server 810 in a synchronization metadata database. In one
embodiment, the metadata server 810 and contents server
830 can be managed using a synchronization management
system 820.

Managing the metadata server 810 can include providing
software to the metadata server 810 to resolve conflicts
between various versions of data sets of a user, including
conflicts resulting from different versions of a software that
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generated a data set. For example, if one computing system
of a user, e.g. 101, has word processor software that is
version 2.0, and the user generates a word processing
document using that computing system and software, and
the document is later downloaded using the synchronization
system 800 to a different computing system of the user, e.g.
102, having version 1.0 of the word processor software, the
version 1.0 software may not be able to open and/or edit the
document that was generated by software version 2.0. Syn-
chronization system management system 820 can provide
software updates and patches to the metadata server 810 to
adapt the document for use with both version 1.0 and version
2.0 of the word processing software.

Synchronization system 800 can be interfaced to the
computing system(s) 100 via a network. The network can be
the Internet, a wireless network, a cellular network, a local
area network, or any combination of these. Although the
synchronization system management system 820, metadata
server 810, and contents server 830 have been shown as
separate elements, connected via a network, this need not be
the case. One or more of the synchronization system man-
agement system 820, metadata server 810, or contents server
830 can be implemented on the same host computer system
or on several physically distributed computer systems. In
addition, as described above, contents server 830 can
include one or more content servers 830, any or all of which
can store one or more types of user data sets. Communica-
tion between one or more of the synchronization manage-
ment system 820, metadata server 810, and contents
server(s) 830 can be by sockets, messages, shared memory,
an application program interface (API), inter-process com-
munication, or other processing communication service.
Application programming interfaces are described in detail,
below, with reference to FIG. 10.

A computing system 100 can include a desktop computer
system, a laptop computer system such as client device 101,
atablet computer system such as client device 102, a cellular
telephone such as client device 103, a personal digital
assistant (PDA) including cellular-enabled PDAs, a set top
box, an entertainment system, a gaming device, or other
consumer electronic device. The components of a comput-
ing system 100 are described in detail, below, with reference
to FIG. 11.

A user data set can include one or more of: a state of
charge information database, activity database 118B, a pre-
dictor, a local search and feedback history database, a local
database, a data file, a folder or directory, a word processing
document, a spreadsheet, a presentation, emails, texts, user
contacts, bookmarks, assets such as music, movies, and
other purchased content, device settings, and application
settings. Each of these can be a user data set. A user of a
computing system 100 can determine, on a per-device basis,
whether a particular data set will, or will not, be synchro-
nized with other of the user’s computing systems 100 using
the synchronization system 800.

Metadata about user data sets can include file system
metadata and synchronization metadata. File system meta-
data can include a file ID, such as a POSIX file 1D, a
document ID, a creation date of the file, a date that the file
was last modified, an identifier of the device that last
modified the file, an identifier of the application and version
of the application that modified the file, and a generation
count for the file. For assets, such as purchased content that
are already stored remotely at a service such as iTunes® or
Amazon Cloud®, metadata about the content can include a
Universal Resource Locator (URL) that points to where the
content is located. File system metadata can be generated by
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the file system of each computing system 100. Synchroni-
zation metadata can include a universally unique identifier
(UUID) for a file or a directory that is unique across the
computing systems 100 of a user, and can further include
ETAGS. ETAGS can specify a specific version of the
metadata for a document or a directory. ETAGS can be
generated by the synchronization system 800 to manage the
user data sets and resolve conflicts between differing gen-
erations of user data for a particular user data set. For
example, an ETAG can be used to distinguish different
generations of a word processing document of the resume of
the user.

FIG. 9 illustrates, in block diagram form, a method 900 of
notifying a user of a first computing system that a second
computing system of the user needs to be charged. For
example, an iPhone® (smart phone) could obtain charging
information from an Apple Watch® (electronic watch) to
determine when the Apple Watch® is typically charged. The
iPhone® could also determine whether the Apple Watch®
needs to be charged before the next forecast charge for the
Apple Watch®. The iPhone® can give the user an appro-
priate notification, such as an alert message on the iPhone®
or Apple Watch®. Similarly, a smart phone can detect that
a user is in motion, and such motion indicates that the user
will soon arrive at home. Activity information on a tablet
computer, such as an iPad®, of the user indicates that the
user typically watches the news when the user arrives home.
The smart phone can retrieve the state of charge information
from the tablet computer, determine whether the tablet needs
to be charged, and alert the user on the smart phone to charge
the tablet when the user gets home.

In operation 905, a first computing system of the user can
acquire state of charge information about a second comput-
ing system of the user. In an embodiment, the first comput-
ing system can use the synchronization system of FIG. 8 to
acquire the state of charge information of the second com-
puting system.

In operation 910, the first computing system can option-
ally obtain activity data of the second computing system.
Activity data can include location information and charging
events of the second computing system that correlate to state
of charge information of the second computing system.

In operation 915, the first computing system can deter-
mine a current state of charge of the second computing
system. In an embodiment, the current state of charge of the
second computing system can be obtained from the state of
charge information of the second computing system. In an
embodiment, the second computing system can send one or
more state of charge records from the energy database 118A
of the second computing system to the first computing
system conveying a current state of charge of the second
computing system.

In operation 920, the first computing system can deter-
mine the time at which the second computing system is
likely to charge the energy storage device in the second
computing system. Representative operations for perform-
ing this operation were described above with reference to
FIG. 6.

In operation 925, the first computing system can deter-
mine a time at which an energy storage device in the second
computing system will likely have a remaining charge level
below a predetermined threshold amount, if not charged
before the next forecast charging time. Representative
operations for performing this operation were described
above with reference to FIG. 6.

In operation 930, the first computing system can take an
appropriate action responsive to determining that the second

25

30

40

45

55

65

16

computing will need to be charged before the next forecast
charging time. An appropriate action can include sending an
alert notification to the user on the first computing system,
the second computing system, or both.

In FIG. 10 (“Software Stack™), an exemplary embodi-
ment, applications can make calls to Services 1 or 2 using
several Service APIs and to Operating System (OS) using
several OS APIs. Services 1 and 2 can make calls to OS
using several OS APIs.

Note that the Service 2 has two APIs, one of which
(Service 2 API 1) receives calls from and returns values to
Application 1 and the other (Service 2 API 2) receives calls
from and returns values to Application 2, Service 1 (which
can be, for example, a software library) makes calls to and
receives returned values from OS API 1, and Service 2
(which can be, for example, a software library) makes calls
to and receives returned values from both OS API 1 and OS
API 2, Application 2 makes calls to and receives returned
values from OS API 2.

The computing system illustrated in FIG. 11 is intended to
represent a range of computing systems (either wired or
wireless) including, for example, desktop computer systems,
laptop computer systems, cellular telephones, personal digi-
tal assistants (PDAs) including cellular-enabled PDAs, set
top boxes, entertainment systems or other consumer elec-
tronic devices. Alternative computing systems may include
more, fewer and/or different components. Computing sys-
tem 1100 includes bus 1105 or other communication device
to communicate information, and processor 1110 coupled to
bus 1105 that may process information.

While computing system 1100 is illustrated with a single
processor, computing system 1100 may include multiple
processors and/or co-processors 1110. Computing system
1100 further may include random access memory (RAM) or
other dynamic storage device 1120 (referred to as main
memory), coupled to bus 1105 and may store information
and instructions that may be executed by processor(s) 1110.
Main memory may also be used to store temporary variables
or other intermediate information during execution of
instructions by processor 1110.

Computing system 1100 may also include read only
memory (ROM) 1130 and/or other static storage device 1140
coupled to bus 1105 that may store static information and
instructions for processor(s) 1110. Data storage device 1140
may be coupled to bus 1105 to store information and
instructions. Data storage device 1140 such as flash memory
or a magnetic disk or optical disc and corresponding drive
may be coupled to computing system 1100.

Computing system 1100 can further include one or more
power sources 1145. A power source 1145 can include a
battery pack, a capacitive storage device, an AC/DC con-
vertor, a solar power supply, or other AC or DC power
supply.

Computing system can also include a real-time clock
1155. Real-time clock 1155 can be a clock/calendar inte-
grated circuit. A clock/calendar integrated circuit can be
coupled to a user interface for setting the clock and setting
the calendar. The user interface can be integrated into a basic
input/output system (BIOS) or can be an user process 130
application. A real-time clock 1155 can further be imple-
mented via a network connection to an external time-
keeping source that can provide a current date and time to
computing system 1100.

Computing system 1100 can include a energy measure-
ment system 1175. Energy measurement system 1175 can
measure energy status of one or more energy producing,
storing, or consuming components. Measuring energy status
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can include measuring a current state of charge of an energy
storage device 111, measuring a rate of production of energy
from a charging source, or measuring energy consumption
by one or more components of hardware.

Computing system 1100 may also be coupled via bus
1105 to display device 1150, such as a cathode ray tube
(CRT) or liquid crystal display (LCD), to display informa-
tion to a user. Computing system 1100 can also include an
alphanumeric input device 1160, including alphanumeric
and other keys, which may be coupled to bus 1105 to
communicate information and command selections to pro-
cessor(s) 1110. Another type of user input device is cursor
control 1170, such as a touchpad, a mouse, a trackball, or
cursor direction keys to communicate direction information
and command selections to processor(s) 1110 and to control
cursor movement on display device 1150.

Computing system 1100 further may include one or more
network interface(s) 1180 to provide access to a network,
such as a local area network. Network interface(s) 1180 may
include, for example, a wireless network interface having
antenna 1185, which may represent one or more antenna(e).
Computing system 1100 can include multiple wireless net-
work interfaces such as a combination of WiF1i, Bluetooth®
and cellular telephony interfaces. Network interface(s) 1180
may also include, for example, a wired network interface to
communicate with remote devices via network cable 1187,
which may be, for example, an Ethernet cable, a coaxial
cable, a fiber optic cable, a serial cable, or a parallel cable.

In one embodiment, network interface(s) 1180 may pro-
vide access to a local area network, for example, by con-
forming to IEEE 802.11 b and/or IEEE 802.11 g standards,
and/or the wireless network interface may provide access to
a personal area network, for example, by conforming to
Bluetooth standards. Other wireless network interfaces and/
or protocols can also be supported. In addition to, or instead
of, communication via wireless LAN standards, network
interface(s) 1180 may provide wireless communications
using, for example, Time Division, Multiple Access
(TDMA) protocols, Global System for Mobile Communi-
cations (GSM) protocols, Code Division, Multiple Access
(CDMA) protocols, and/or any other type of wireless com-
munications protocol.

In the foregoing specification, the invention has been
described with reference to specific embodiments thereof. It
will, however, be evident that various modifications and
changes can be made thereto without departing from the
broader spirit and scope of the invention. The specification
and drawings are, accordingly, to be regarded in an illus-
trative rather than a restrictive sense.

What is claimed is:
1. A method comprising:
at an electronic device:
determining historical application usage data for a first
application installed on the electronic device; and
in response to determining the historical application usage
data for the first application:
in accordance with a determination that first power
modification criteria are satisfied based on the his-
torical application usage data for the first application,
modifying a power consumption characteristic asso-
ciated with a future operation of the first application
on the electronic device; and
in accordance with a determination that the first power
modification criteria are not satisfied based on the
historical application usage data for the first appli-
cation, forgoing modifying the power consumption
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characteristic associated with the future operation of
the first application on the electronic device.

2. The method of claim 1, wherein the power consumption
characteristic comprises a power mode of the electronic
device.

3. The method of claim 1, further comprising:

receiving an input for launching the first application; and

in response to receiving the input, launching the first

application, wherein:

in accordance with the determination that the first
power modification criteria are satisfied based on the
historical application usage data for the first appli-
cation, the input was received while the power
consumption characteristic was modified; and

in accordance with the determination that the first
power modification criteria are not satisfied based on
the historical application usage data for the first
application, the input was received while the power
consumption characteristic was unmodified.

4. The method of claim 1, wherein the modified power
consumption characteristic is a lower power consumption
characteristic than the unmodified power consumption char-
acteristic.

5. The method of claim 1, wherein the first power modi-
fication criteria comprises a criterion that is satisfied based
on a timing of historical launches of the first application.

6. The method of claim 1, wherein the first power modi-
fication criteria comprises a criterion that is satisfied based
on a predicted timing of future launching of the first appli-
cation.

7. The method of claim 1, wherein modifying the power
consumption characteristic comprises performing an action
associated with notifications on the electronic device.

8. The method of claim 1, wherein the first power modi-
fication criteria comprises a criterion that is satisfied based
on:

determining recent application usage data based on recent

usage of the first application; and

comparing the recent application usage data to the his-

torical application usage data for the first application.

9. An electronic device, comprising:

one or more processors;

memory; and

one or more programs, wherein the one or more programs

are stored in the memory and configured to be executed
by the one or more processors, the one or more pro-
grams including instructions for:
determining historical application usage data for a first
application installed on the electronic device; and
in response to determining the historical application
usage data for the first application:
in accordance with a determination that first power
modification criteria are satisfied based on the
historical application usage data for the first appli-
cation, modifying a power consumption charac-
teristic associated with a future operation of the
first application on the electronic device; and
in accordance with a determination that the first
power modification criteria are not satisfied based
on the historical application usage data for the first
application, forgoing modifying the power con-
sumption characteristic associated with the future
operation of the first application on the electronic
device.

10. The electronic device of claim 9, wherein the power
consumption characteristic comprises a power mode of the
electronic device.



US 10,970,185 B2

19

11. The electronic device of claim 9, wherein the one or
more programs include further instructions for:

receiving an input for launching the first application; and

in response to receiving the input, launching the first

application, wherein:

in accordance with the determination that the first
power modification criteria are satisfied based on the
historical application usage data for the first appli-
cation, the input was received while the power
consumption characteristic was modified; and

in accordance with the determination that the first
power modification criteria are not satisfied based on
the historical application usage data for the first
application, the input was received while the power
consumption characteristic was unmodified.

12. The electronic device of claim 9, wherein the modified
power consumption characteristic is a lower power con-
sumption characteristic than the unmodified power con-
sumption characteristic.

13. The electronic device of claim 9, wherein the first
power modification criteria comprises a criterion that is
satisfied based on a timing of historical launches of the first
application.

14. The electronic device of claim 9, wherein the first
power modification criteria comprises a criterion that is
satisfied based on a predicted timing of future launching of
the first application.

15. The electronic device of claim 9, wherein modifying
the power consumption characteristic comprises performing
an action associated with notifications on the electronic
device.

16. The method of claim 9, wherein the first power
modification criteria comprises a criterion that is satisfied
based on:

determining recent application usage data based on recent

usage of the first application; and

comparing the recent application usage data to the his-

torical application usage data for the first application.

17. A non-transitory computer readable storage medium
storing one or more programs, the one or more programs
comprising instructions, which when executed by one or
more processors of an electronic device, cause the electronic
device to perform a method comprising:

determining historical application usage data for a first

application installed on the electronic device; and

in response to determining the historical application usage

data for the first application:

in accordance with a determination that first power
modification criteria are satisfied based on the his-
torical application usage data for the first application,
modifying a power consumption characteristic asso-
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ciated with a future operation of the first application
on the electronic device; and

in accordance with a determination that the first power
modification criteria are not satisfied based on the
historical application usage data for the first appli-
cation, forgoing modifying the power consumption
characteristic associated with the future operation of
the first application on the electronic device.

18. The non-transitory computer readable storage medium
of claim 17, wherein the power consumption characteristic
comprises a power mode of the electronic device.

19. The non-transitory computer readable storage medium
of claim 17, the method further comprising:

receiving an input for launching the first application; and

in response to receiving the input, launching the first

application, wherein:

in accordance with the determination that the first
power modification criteria are satisfied based on the
historical application usage data for the first appli-
cation, the input was received while the power
consumption characteristic was modified; and

in accordance with the determination that the first
power modification criteria are not satisfied based on
the historical application usage data for the first
application, the input was received while the power
consumption characteristic was unmodified.

20. The non-transitory computer readable storage medium
of claim 17, wherein the modified power consumption
characteristic is a lower power consumption characteristic
than the unmodified power consumption characteristic.

21. The non-transitory computer readable storage medium
of claim 17, wherein the first power modification criteria
comprises a criterion that is satisfied based on a timing of
historical launches of the first application.

22. The non-transitory computer readable storage medium
of claim 17, wherein the first power modification criteria
comprises a criterion that is satisfied based on a predicted
timing of future launching of the first application.

23. The non-transitory computer readable storage medium
of claim 17, wherein modifying the power consumption
characteristic comprises performing an action associated
with notifications on the electronic device.

24. The non-transitory computer readable storage medium
of claim 17, wherein the first power modification criteria
comprises a criterion that is satisfied based on:

determining recent application usage data based on recent

usage of the first application; and

comparing the recent application usage data to the his-

torical application usage data for the first application.
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